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Abstract

Identifying duplicate questions is an important problem for efficient knowledge
sharing on sites such as Quora, and detecting semantic similarity is a research
interest in natural language processing. This work uses word embeddings, siamese
recurrent neural network structure, and distance metric to detect similarity between
questions. The methods achieve a 0.830 validation accuracy on the Quora Question
Pairs dataset. We test new methods, changing the preprocessing, word embedding,
distance metric, and neural network structure. We find that effective preprocessing,
word embeddings, and distance metrics significantly improve the model, while
changing the neural network structure result in similar performance.

1 Introduction

The project is “Identifying Duplicate Questions”. On question and answer websites such as Quora,
Stack Exchange, user-submitted questions with different wording could have the same meaning.
These sites want to have only one instance of a logically distinct question for efficient knowledge
sharing, which requires detection of questions with duplicate meaning. Paraphrase detection is a
challenge in natural language processing because word meaning and sentence structure are difficult
to capture and compare as data. Therefore, the goal of this project is to identify if two questions are
semantically equivalent, that is if they are duplicated.

Questions having similar vocabulary could have different meaning based on sentence structure. Deep
learning has been successful in addressing this challenge and capturing sentence semantics. We build
on this work and experimented with different model structures using Quora’s "Question Pairs" dataset,
shown in Fig. 1. Briefly, we used word2vec to represent the data, and recurrent neural networks to
encode semantic meaning of questions. We used distance metrics between the vector representation
of questions to determine if they are duplicates.

Figure 1: Quora "Question Pairs" dataset
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2 Background and Related Works

Paraphrase detection is an important and common problem in natural language processing. Traditional
machine learning techniques is one approach, as demonstrated by Dey et al. [1]. They used support
vector machines (SVMs) with hand-picked features and extensive preprocessing (adjusting for named
entities, synonyms, etc.), and the method performed well on SemEval-2015 dataset.

Various deep learning techniques have also been applied successfully. Bogdanova et al. used a
convolutional neural network and word embeddings to represent questions as vectors, and measured
distance between vectors [2]. They found their method more effective than Jaccard similarity and
SVMs on StackExchange data.

One published work that used the same Quora dataset was from Wang et al. They used Long Short
Term Memory Networks (LSTM) and matching time-step of embeddings between sentences [3].
Their model reached 0.88 accuracy on the Quora dataset.

This work builds upon the Siamese LSTM and Manhattan distance model used by Mueller et al. [4].
The "Siamese" architecture refers to encoding two input questions using the same LSTM network,
as shown in Fig. 2. Siamese network is capable of performing similarity tasks and has been used
for capturing semantic relatedness of sentences, and Mueller et. al. showed the LSTM successfully
models complex semantics. This work focuses on optimizing the Siamese neural network model and
pipeline.

Figure 2: Architecture of our Siamese network. LSTM 1 and LSTM 2 share the same weights.

3 Dataset

The dataset contains over 404k Quora question pairs. Each data point has two questions and a binary
true/false label indicating if the questions are duplicates as shown in Fig. 1. The total number of
unique questions in the training dataset are 790k and the ratio of duplicate question pairs is about
40%. The dataset had 84,000 unique words in its vocabulary.
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4 Methods

4.1 Preprocessing

We converted the raw text data into mathematical representation that our model can read. First,
we created a bag of words by storing unique words in the training data. We then made ‘word2idx’
dictionary where the keys are words (str) and values are the corresponding indices (int). Using the
‘word2idx’, we encoded all the questions with list of word indices as shown in Fig. 3. This simple
preprocessing is implemented in our baseline model.

We also performed dataset "clean-up" because previous work indicated that preprocessing noisy
language datasets is an important step. During clean up, we removed Natural Language Toolkit
(NLTK) stop words, converted contractions into full words, and removed punctuation. To batch
computations, we used fixed length of input questions. To achieve this, we padded the front of shorter
sentences with zeroes.

Figure 3: Preprocessed data that converts sentences into vectors of indices of words

4.2 Embedding

To capture semantic meaning of words, we embedded each word as a vector using word2vec [5-7].
We used Google’s embedding of 300-dimensional vectors for 3 million words that was trained on
Google News dataset containing 100 billion words. The literature indicates that word embeddings are
an important aspect of natural language processing problems and transfer learning or pretraining with
a dataset can improve performance. To test this, we pretrained word vectors using the Quora dataset
itself. We used both continuous bag of words (cbow) and skip-gram algorithms to train different
word vectors of 300-dimensions, and compared the resulting model perfomance using the three word
embeddings (Google News, cbow, and skip-gram). After embedding, each question is represented as
a matrix of word vectors.

4.3 Question Encoding

We implemented siamese network using a pair of the same LSTM using Keras. The matrices of
questions were inputs to the LSTM, and the word vectors were fed sequentially to the LSTM. The
LSTM captured relevant semantic information, and the vector representing the question was the final
hidden state from the LSTM [4]. We used the LSTM structure of Hochreiter et al. [8], and tested
different LSTM output dimension. We also wanted to examine how changing the recurrent neural
network structure would affect performance, so we tested the Gated Recurrent Unit (GRU) structure
as an alternative to the LSTM, using the GRU structure from Cho et al. [9].
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4.4 Distance Measure

To compare similarity between the vector representation of questions, we calculated a distance
estimate between the two vectors. The negative exponential of the distance then scales to ŷ ∈ [0, 1],
which is used to predict if the questions are duplicates. If ŷ is above a cutoff, the questions were
duplicates, and if ŷ was below the cutoff, the questions were not duplicates.

ŷ = exp(−d(h1,h2)) (1)

The distance measure could make a difference because the vectors are part of a space encoded by the
neural networks. Because of this, we tested different distance estimates including euclidean (L2),
cosine, and Manhattan distance.

deuc(h1,h2) = ‖h1 − h2‖ (2)

dcos(h1,h2) =
h1 · h2

‖h1‖‖h2‖
(3)

dmanhattan(h1,h2) =| h1 − h2 | . (4)

4.5 Training

We use the mean squared error as our loss function for all models,

L =
1

N
‖ŷ − y‖2 (5)

where ŷ ∈ [0, 1] and y ∈ {0, 1} denote the prediction and ground truth labels. We use different
optimization methods and backpropagation to adjust network weights and compared the resulting
model. With Adadelta, we used gradient clipping to avoid exploding gradient problem. The data was
split into training (90%) and test sets (10%), and we used batch training with batch size of 64.

5 Experiments and Results

5.1 LSTM Output Dimension

We tested different number of hidden units, or output dimension of the LSTM, as shown in Fig. 4.
The validation accuracy improved as number of hidden units increased from 10 to 50 units, and then
decreased from 50 to 60 units. This indicates that around 50 dimensions can adequately capture the
variation in the space of encoded questions, but higher dimension would increase model complexity
and probability of overfitting. For the other experiments, we used 50 units.

Figure 4: Graph of hidden unit size vs. accuracy for model using LSTM with "clean-up" preprocessing
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5.2 Optimizer

Table 1 shows how accuracy changes with different optimizers using our baseline model. RMSProp,
Adam, and Adadelta performed around the same level, and these three optimizers performed better
than Stochastic Gradient Descent (SGD) by about 10% accuracy. RMSProp, Adam, and Adadelta
change the parameters in a smoother way than SGD. Because of this, we used Adadelta for the
remaining experiments.

Table 1: Comparison of Optimizers and the corresponding Validation Accuracies uinsg baseline
model

Optimizer with Manhattan distance Acc. (Val)
SGD 0.697
RMSprop 0.798
Adam 0.793
Adadelta 0.807

5.3 Distance Measures

According to Table 2, the best distance measure was Manhattan distance, and the worst distance
measure was L2 distance. Manhattan distance outperformed L2 distance by almost 20% in accuracy,
which makes the chosen distance metric very important for comparing similarity. It is non-obvious
what the "natural" distance is in the space encoded by the LSTM. To improve on the Manhattan
distance, there could be a neural network to calculate a distance measure between the question vectors.
In other models, we continued to use Manhattan distance.

Table 2: Comparison of Distance Metrics and the corresponding Validation Accuracies using baseline
model

Distance Metrics with Adadelta Optimizer Acc. (Val)
L2 distance 0.615
Cosine distance 0.632
Manhattan distance 0.807

5.4 Model Types

We show how different preprocessing, word-vector embedding, and models change performance.
These are shown in Table 3. We use validation accuracy as the performance metric to compare
methods or models. The baseline model is siamese LSTM, without clean-up, and Manhattan distance,
and it reaches 0.807 validation accuracy. In all models, we stopped training after the validation
accuracy converged, at least 10 epochs. Fig. 5 shows the training curve for the baseline model.

The siamese LSTM model did not perform as well as the LSTM and matching time-step method
of Wang et al., which achieved an accuracy of 0.88 [3]. Their matching time-step method was able
to capture more semantic meaning from questions as they were encoded. This is expected, as our
method was simpler, and used the final hidden state from the LSTMs.

Table 3: Comparision of Models with different preprocessing and embeddings

Model Acc. (Val)
LSTM, no clean-up 0.807
LSTM, clean-up 0.825
LSTM, clean-up, cbow 0.811
LSTM, clean-up, skip-gram 0.830
GRU, clean-up 0.821

5.5 Preprocessing and Clean Up

When clean-up is included in preprocessing, the validation accuracy improves by 3%. This is
consistent with what Dey et al. found, that clean-up in preprocessing significantly improves model
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performance. From this result, further clean up would likely continue improvement over the current
achieved accuracy.

Figure 5: Learning curve showing convergence of the validation accuracy produced by Adadelta
optimizer

5.6 LSTM Structure

Comparing LSTM and GRU structure, both models perform at the same level. This result is
expected based on an empirical study by Jozefowicz et al. [10]. They found that LSTMs and GRUs
perform around the same level, but the difference in performance also depends on the task. A non-
obvious change in LSTM structure would be necessary to significantly improve the siamese network
performance for detecting semantic similarity. We expect that changing the activation function or
other minor changes to the LSTM structure would not significantly change model performance.

5.7 Word Embeddings

The word-vector embeddings make a significant difference on model performance. The cbow
word embeddings on the dataset performed slightly worse than the Google News embeddings,
but the skip-gram embeddings performed slightly better than Google News embeddings. This is
remarkable considering that the embeddings trained on the dataset were trained on vocabulary of
84,000 words, while the Google News embeddings were trained on 100 billion words. Using word-
vector embeddings that were trained with the dataset itself captured word meanings with context of
the dataset, and can achieve good model performance. It is possible that these word embeddings
would not generalize well to another task or dataset such as comparing sentence similarity from news
article.

The result also indicates that skip-gram performs better than cbow algorithm for sparse vocabulary,
also noted by Mikolov [5]. The cbow trains and predicts for words given context, while skip-gram
trains and predicts for context given a word. This difference increases the training examples for skip-
gram given a dataset, and makes skip-gram better at capturing specific meaning while cbow captures
general word meaning. While training the word-vector embeddings, there are other hyperparameters
such as "window", which changes the number of neighboring words to consider, and dimensionality
of word vector which could change model performance. We used window of five and 300 dimension
word-vectors. The best window likely depends on the average length of questions in the dataset.
There is probably a range of word-vector dimensions that adequately capture word meaning, and
model performance would probably not change if staying within this range. The word embeddings
are an important part of the model and natural language processing, and there is room for further
improvement and experimentation with regard to the word-vector embeddings.
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6 Conclusion and Future Work

We used word embeddings, siamese LSTM and Manhattan distance to detect duplicate questions
using the Quora questions dataset. The process performed well, achieving an accuracy of 0.830,
indicating that the LSTMs effectively capture semantic meaning and question structure.

We changed aspects of preprocessing, embedding, and the model and found how they changed
performance. We showed that changing the recurrent neural network structure from LSTM to GRU
did not significantly change performance. We showed that preprocessing and clean up is an important
step, and our clean up methods improve model accuracy by 3%. Word embeddings also make a
difference, and further work could investigate other embedding methods. The distance metric is also
an important part of the model, and choosing an effective distance can improve accuracy by 20%. In
future work, a neural network could be used to optimize the distance metric.

For future work, augmenting the dataset with more examples, by generating non-equivalent sentences,
could also improve model performance. In addition, we could add regularization term into our loss
function in case the model overfits the training data.
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